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ABSTRACT

A good curriculum is crucial for a successful university edu-
cation. When developing a curriculum, topics, such as natu-
ral science, informatics, and so on are set first, course syllabi
are written accordingly. However, the topics actually cov-
ered by the courses are not guaranteed to be identical to the
initially set topics. To find out if the actual topics are covered
by the developed course syllabi, we developed a method of
systematically analyzing syllabi that uses latent Dirichlet al-
location (LDA) and Isomap. We applied this method to the
syllabi of MIT and those of the Open University, and verified
that the method is effective.
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1. INTRODUCTION

A curriculum should represent characteristic educational
activity that each university offers to students. To design
such an original curriculum, faculties have to analyze cur-
rent curricula, however, it is not an easy task to grasp charac-
teristics of a curriculum because the analysis of a curriculum
requires professional knowledge in various fields.

In this paper, we propose a method to generate a map of
the syllabi from which we can understand the whole struc-
ture of a curriculum represented by its syllabi. To generate
such a map, there are two problems. First, the distribution
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of terms is sparse and the overall structure of the syllabi can-
not be determined by terms themselves. To overcome the
first problem, we use topics instead of term sets. The top-
ics are extracted from syllabi using latent Dirichlet allocation
(LDA)[4]. Second, the distribution of syllabi is distortedly
located in high-dimensional topic space. To overcome the
second problem, we use Isomap[12].

Using these methods, we conducted experiments. First, in
order to see the reliability and informativeness of our method,
we applied our method to CS2008[13]", which is the curric-
ular guidance of computer science. Then, we applied our
method for comparison of two curricula. We first extracted
model topics from CS2008, and created a map of the com-
puter science curriculum of MIT as a reference curriculum.
Then, we plotted the course syllabi of the Open University
(OU) curriculum into the map of the MIT curriculum. From
this comparison, we can see what range of the standard com-
puter science topics is covered by the computer science courses
of MIT and OU.

Related works are explained in Section 2. In Section 3, ba-
sic theories are explained. Experimental results are detailed
in Section 4. Section 5 concludes this paper.

2. RELATED WORK

Since a curriculum is one of the most important assets of
higher education, some faculties developed curriculum de-
sign tools and made it public[15, 6]. In many cases, such
tools require teachers to define courses with units of knowl-
edge[9], which takes a lot of time and efforts. Tungare et al.
created a repository system for computer science syllabi[14].
They developed tools such as Syllabus-Maker for creating
and comparing syllabi. They have not developed a tech-
nique to grasp characteristics of a whole curriculum. With
our method, faculties have to prepare only course syllabi.

For university students and teachers, only syllabi give the
fundamental information about courses. Therefore, there are
some researches on syllabi analysis. Ronchetti et al. tried to
compare syllabi using Computing Curricula[10] in a similar
fashion with ours, though it is still in a preliminary stage.

Mima developed the MIMA search that uses automatic recog-
nition techniques on technical words and clustering words|[8].
It generates a graph with words and syllabi as nodes and
word-syllabus matrix as arcs. It is useful for browsing local
relationships between words and syllabi; however, it lacks

1CS2008 is the interim revision of CS2001.



the global structure visualization function that our approach
offers. Ida et al. developed a course classification system us-
ing syllabus data[7]. With their tool, users can analyze curric-
ula interactively from various viewpoints. However, it does
not automatically give a holistic view of the entire curricu-
lum.

There is a project to compare syllabi of schools among dif-
ferent countries[5]. In this project, the responses of ques-
tionnaire from teachers and students are analysed with MCA

(Multiple Components Analysis). Our method analyzes course

syllabi automatically.

3. CURRICULUM STRUCTURE ANALYSIS
3.1 Ciriteria of Curriculum Analysis Method

Improper visualization causes misunderstanding and is
harmful. To avoid this problem, we first propose the follow-
ing criteria which a proper visualization should satisfy.
Criterion 1: In order to create a map of a curriculum, we
need bases on which courses are represented. Because there
are no universal bases, we have to be able to generate bases
from a collection of courses.

Criterion 2: The relative position in a map should be correct.
In other words, if a course is related to two topics A and B,
the course is located between these topics in the map.
Criterion 3: In order to compare one curriculum with other
curriculum, we need to put the two curricula on the same
map. It is desirable that we can use one curriculum as a refer-
ence and can map course syllabi of other curricula to the ref-
erence so that other curricula can be compared on the same
reference.

3.2 LDA

We use LDA to extract latent topics from course syllabi,
and use them as bases required by Criterion 1. LDA is a
method used to extract latent topics based on a generative
probabilistic model of collections of discrete data, such as
text corpora. Among a variety of LDA models, we use the
model proposed by Blei[4] because we can adjust how strongly
courses are related to topics by some parameters such as num-
ber of topics and Dirichlet parameters so that it satisfies Cri-
terion 2.

Given a document-word matrix of text corpora, LDA es-
timates a set of topics, where each topic is characterized by
a distribution over words. In LDA, a T-topic LDA model
assumes the following generative process of an N-word doc-
ument:

1. Choose 0 ~ Dirichlet(a)
2. For each of the N words w,

(a) Choose a topic z; ~ Multinomial(6)

(b) Choose a word w,, from p(wy|zx, B), a multino-
mial probability conditioned on the topic z;.

T: number of topics. a: parameter of Dirichlet distribu-
tion. 0: topic mixture. B;; = p(wn = ilzy = j): prob-
ability distributions of words over topic z, (topic-word
matrix). w = (wy, - ,wy): a document (a sequence of
words). p(w|z,): probability distributions of a document
over topic z; (document-topic matrix).

Using the EM algorithm?, LDA performs variational infer-
ence of § and z for a document, and estimation of the topics f.

2Gee [4] for details.

The relationship among courses and topics, which is repre-
sented by p(w|z, ) in LDA, depends on . « is regarded as a
single parameter in Blei’s model, though « is a vector in gen-
eral. In this paper, the single parameter model is employed.
The parameter & can be set fixed or be estimated by the EM
algorithm. If we use smaller &, LDA relates a course to a few
topics strongly, while a course is related to various topics if
we use larger a. Because the relationship among courses and
topics directly determines the structure of a map, it is impor-
tant to use an appropriate a.

3.3 Syllabus Map Creation by Isomap

For generating a map, we use p(w|z) as coordinates of a
syllabus. Because the number of topics in our experiments
is higher than 2 or 3, we have to reduce its dimension for
visualization. In order to utilize the neighborhood structure
of syllabi in the high dimensional structure for visualization,
we employ Isomap for the dimension reduction. Isomap is a
method used to connect nearby points to form a manifold in
a higher dimensional space and unfold it into a low-
dimensional space. Therefore, we can reduce the overlay of
clusters to satisfy Criterion 2.

The shape of a map generated by Isomap depends on a dis-
tribution of syllabi in an original higher dimensional space.
To enable the comparison on the same map, we employ the
following procedure.

1. Analyzing the reference curriculum C™f by means of
LDA, we get 8 estimated by the EM algorithm, which is
a probability distribution of words over topics, and also
we get p™®f (w|z), which is a probability distribution of
course syllabi of C*f over topic z.

2. vppa(w™) = (P (w™|z1), - -, p™(w™|zr)) repre-
sents a course syllabus w™ in the topic space. We re-
duce its dimension using Isomap (see Equation 1) and
generate a map of C**f in the 2D space as follows:

ref) = Hisomap (vLpA (wref)) @

where Iljsomap RT — R? isthe Isomap projection.

Diso (w

3. Analyzing the test curriculum C'*st by LDA with B ac-
quired at Step 1, we get p'®St(w|z), which is a proba-
bility distribution of course syllabi of C'st over topic z.
From p'*st(w|z), we get v p4 (w!®t) which represents
a course syllabus w'®! in the topic space.

4. For each vy p 4 (w'®st), pick up kiest-nearest neighboring
syllabi of v p A(wfef) (1 < i < ktest) where the distance
is given as the Euclidean distance between vy p 4 (w!®t)

f
and vy pa (wi).

5. Calculate a projection of vy p 4 (w't)

ing equation:

using the follow-

1 ktest

st = ——— Y Misomap (o104 (W) (2)

Diso (w k
test j—1

Using this algorithm, we can plot two curricula in the same
map to satisfy Criterion 3.

4. EXPERIMENT
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Figure 1: Accuracy of the k-nearest neighbor method for the
different number of neighbors k for the number of topics
T = 10,20, 30,40, and 50.

4.1 Determination of Hyperparameters

In order to determine appropriate values for the following
hyperparameters: T (number of topics for LDA), a (param-
eter of Dirichlet distribution), and k;s, (number of neighbors
for Isomap) mentioned in Section 3, we estimate the clas-
sification accuracy for given hyperparameters by the well-
known k-nearest neighbor method with leave-one-out cross
validation (for the details, see some textbooks on machine
learning, e.g. [2]). This test shows how near documents
which belong to the same category are mapped.

We applied our syllabus map creation method to map the
articles of the Twenty Newsgroups Data Set which is avail-
able at UCI Machine Learning Repository>[1]. For each pa-
rameter values, the procedure was repeated ten times and
their results were averaged (to alleviate the randomized ef-
fects). The average accuracies on the experiments with & =
1, T = {10,20,30,40,50},k;s, = 5 are shown in Figure 1.
From this result, we determined that the appropriate value
of T is the same as the number of categories. As to «, the ex-
periments with « = 1 gave a good result. As to kjg,, the small
value of k;;, seemed slightly better though there are no much
differences.

4.2 Curriculum Analysis based on CS2008

The Review Task Force commissioned by the ACM Educa-
tion Board and the IEEE Computer Society’s Education final-
ized CS2008 as a reference curriculum in computer science.
The Task Force identified a set of 14 knowledge areas, each of
which contains about 10 knowledge units which correspond
to syllabi.

We used LDA-C[3] which was a C-implementation of Blei’s
LDA model. With LDA-C we can compute probability distri-
butions of words over topic p(w|z;) of one document set for
the analysis of other document sets. Therefore, we can ana-
lyze computer science curricula based on CS2008. In order to
achieve its compatibility with other curriculum analysis, we
should use the LDA topics which are as similar to the knowl-
edge areas proposed by CS2008 as possible. For generating
such intended topics, we applied LDA to the description of
units augmented with the description of their knowledge ar-
eas.

Shttp://archive.ics.uci.edu/ml/

Table 1: CS2008 Knowledge Areas and Topics

Topic Knowledge Areas and Numbers of Units

1 GV:13/13,HC:2/10,IM:1/15
2 IM:9/15, HC:1/10
3 PF:8/8, HC:1/10,IM:1/15,PL:1/11
4 1S:11/11,1IM:2/15,HC:1/10
5 DS:6/6, HC:2/10
6 0S:12/14
7 0S:2/14,HC:1/10
8 PL:10/11
9 SE:14/14

10 AL:11/11,IM:2/15

11 HC:2/10

12 NC:9/9,CN: 3/3

13  AR:10/10

14 SP:11/11

The two-letter codes stand for the CS2008 knowledge areas such
as: GV: Graphics and Visual Computing, HC: Human-Computer
Interaction, IM: Information Management, PF: Programming
Fundamentals, IS: Intelligent Systems, DS: Discrete Structures,
OS: Operating Systems, PL: Programming Languages, SE: Soft-
ware Engineering, AL: Algorithms and Complexity, NC: Net
Centric Computing, CN: Computational Science, AR: Computer
Architecture, and SP: Social and Professional Issues.
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Figure 2: The curriculum map of MIT

Table 1 shows the LDA topics and their related knowl-
edge areas. Two numbers after each knowledge area stand
for numbers of knowledge units of the area. The former is
the number of units with highest p(w|z,) for the LDA topic.
The latter is the total number of units of each area. If most
of the units in a knowledge area are strongly-related to the
topic, it is shown in boldface. For example, GV at Topic 1 is
in boldface because all the 13 units of GV are strongly-related
to Topic 1. The results show that the generated LDA topics
were strongly-related to the knowledge areas in C52008

4.3 Analysis of Syllabi of MIT

We used the computer science-related course syllabi of Mas-
sachusetts Institute of Technology (MIT) as a target of anal-
ysis. This is because MIT provides many computer science-
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Figure 3: The course chains which start from “18.03 Differ-
ential Equations”

related courses and its course syllabi are available at OCW?*.

As computer science-related courses, we picked up 299 courses

of the departments of “Electrical Engineering and Computer
Science” and “Mathematics” from 1999 to 2008. We extracted
a text from “Course Home” and “Syllabus” web pages of
each course, and eliminated obviously unnecessary words
such as HTML tags, header and footer, stop words, and some
frequent words specific to OCW.

All courses of MIT are related to several topics of CS2008.
We used the probability p(w|z) as the degree of relation be-
tween the syllabus w and the topic z. Figure 2 shows all the
course syllabi, each of which is represented as a small cir-
cle and a course id in a different color according to the most
strongly related topic. Our method satisfies Criteria 1 and 3
because we can extract topics from CS2008 and map course
syllabi of the MIT curriculum based on the CS52008 topics.

From Figure 2, we can see the following characteristics of
the MIT curriculum. Relatively many courses are provided
for Topics 4, 5, and 12 (DS, IS, NC, and CN). This shows the
emphasis of the MIT curriculum. On the other hand, a few
MIT courses are related to Topic 6 (OS).

Courses related to the same topic are aggregated, and some

multi-disciplinary courses lie between their related disciplinary

courses. For example, “18.404]/6.840] Theory of Computa-
tion” lies between Topic 5 and Topic 10 (DS and AL)” in Fig-
ure 2. This feature of the map satisfies Criterion 2.

In order to take some courses of the MIT curriculum, stu-
dents have to take other “prerequisite” courses beforehand.
Some of such prerequisite courses also require the students to
take other prerequisite courses. So the prerequisite relation-
ships form a chain of courses in the specific educational area.
Figure 3 shows an example of chains, which start from “18.03
Differential Equations.” In the figure, each arrow connects

*http://ocw.mit.edu/
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Figure 4: The distributions of distances from target courses
to their three closest courses

from prerequisite courses to the target courses. We notice
that the arrows extend spirally and deepen to “descendant”
courses.

4.4 Analysis of Syllabi of the Open University

Next, we compared the curriculum of MIT with the com-
puter science-related course syllabi of the Open University
(OU)°. OU is the United Kingdom’s only university dedi-
cated to distance learning, and it offers over 600 courses which
are categorized into 14 fields. We picked up 55 courses in
“Computing and ICT courses”. We extracted a text from
“Summary” and “Course content” web pages of each course.

Using the algorithm mentioned in Section 3.3, we plotted
the course syllabi of OU into the map of MIT generated in
Section 4.3. kiest = 3 was employed in this paper, which is
determined empirically.

We first calculated the distance to the closest three other
courses in the higher dimensional LDA topic space as shown
in Figure 4. As to the MIT course syllabi (shown in red “+”
the distance between courses peaks at 18. As to OU (shown
in green “x”), the peak is 28. As to the closest three MIT
courses to each OU course, the distance peaks at 24 and 34
(shown in “*”). Because these distributions are similar, we
can expect the OU courses are properly plotted in the map of
the MIT courses.

Figure 5 shows how the OU course, “T837 Systems en-
gineering” was plotted in the map of MIT. In a higher di-
mensional LDA topic space, three MIT courses, “6.033 Com-
puter System Engineering,” “6.163 Strobe Projects Labora-
tory,” and “6.938 Engineering Risk-Benefit Analysis” are clos-
est to T837. These three MIT courses are mapped to nearby
points by Isomap, so the OU course is plotted at a point close
to these nearby points.

Figure 6 shows all the courses of MIT and OU (white-bordered
circles). From this figure, we can see the characteristics of
the OU curriculum. Most course syllabi in OU are plotted
in the left area in the map of MIT. This means that the many
courses in OU are offered for Topic 12 and 14 (NC, CN, and
SP), and few courses are for Topic 5 (DS). This practical na-
ture of courses in OU is consistent with the fact that about
70 percent of undergraduates are in full-time employment in
OU. The additional data are available at our web site®.

Shttp://www.open.ac.uk/
bhttp://www.sekiya.ecc.u-tokyo.ac. jp/coursedb/
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Figure 5: The plot of the OU course T837 in the MIT cur-
riculum map

5. SUMMARY

In this paper, we proposed a method with LDA to ana-
lyze syllabi and to construct a two-dimensional map from
Isomap, so that syllabi could be holistically understood. We
applied our methods to CS2008, the curricula of MIT, and
these of OU. Characteristics of curriculum of these two uni-
versities could be detected using CS2008 as reference. We
have been developing a web-based tool for visualizing the
map of a curriculum[11].

Now, we are planning to extend our experiments to syllabi
from other universities. We are expecting to find similarities
and differences among curricula of different universities, and
sparse fields which are not sufficiently educated.
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